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Introduction
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What is VRRP ?  

~> Network protocol (OSI layer 3) 

~> Used to guarantee high availability of several devices (routers, servers…)

~> Warning : High Availability (Failover, Load balancer)

~> Open-standard
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Why Use VRRP?  

~> Interoperability across several devices, unlike HSRP or GLBP (cisco ownership)  

~> Easy to configure 

~> Enables transparent failover between devices (“automatic failover”)
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How VRRP works ? Quick reminder  
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schéma retravaillé– source original : fingerinthenet.com  

                                                                                                                                                                                                                                                                                    

192.168.130.0/24

VIP
.Y.X

Internet

Master Backup

~> Creation of a VIP (Virtual IP address)

~> Shared among a group of nodes identified by a “VRID”

~> Only one node is elected as the Master

~> Priority values (0–255) are used for the election process

~> In case of a crash, a backup automatically takes over



VRRP priority conflict dilemma
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VRRP priority conflict dilemma – Lab 

~> 3 nodes 

~> 2 legit and 1 rogue (attacker) with the same VRRP conf (VRID, priority, etc.) of the master 

~> In this case, the IP tie-breaking mechanism will be triggered
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Prerequisites : in the same 

subnet as the VRRP nodes



VRRP priority conflict dilemma

~> The node with the “highest IP*” address wins the challenge (Rogue) 

~> The legitimate master node will also become a backup node

~> Because the Master’s IP address is lower than that of the rogue router, that’s normal ! 

*On the last byte
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Research Problem 
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Research problem (Keepalived project)

Is it possible to become master (take over the VIP) even if my rogue node has 

a “lower IP” than the current master with a SOTA* implementation ?

*state-of-the-art



Strange behavior (Keepalived project)

~> In the event of equal VRRP priority (255), a rogue router (192.168.130.132) could take over the master

~> Even if the rogue router has a lower IP address on the last byte

~> This led me to conclude that, by default, the ip tie-breaking mechanism did not work 
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Strange behavior (Keepalived project)

~> Stopping the attack shows the master's priority was successfully decreased
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~> Race condition ? 



Keepalived Project (until end of February 2025)

Keepalived backend logs (master) 
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Strange behavior (Keepalived project)
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Strange behavior (Keepalived project)



When does the attack work? (Keepalived project) 

VRRPv2 VRRPv3

Auth Type

No Authentication

Simple Text Password (sniff the network to get the pwd before)

IP AH (sniff the network and try to crack the secret before) 

No Authentication

Diffusion 

mode 

Multicast & Unicast (hypothetical attack but in practice                                       

u unfeasible on a real case)
Multicast & Unicast (…)
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CVE ? 
~> Lab-tested with keepalived and cisco implementation

~> Only keepalived seemed vulnerable, not cisco 

~> First conclusion: keepalived implements ip-tie breaking incorrectly, so it's CVE.

~> Keepalived is making a patch, but they are not convinced that they are the problem

~> Is this a CVE on keepalived or the RFC 9568 (latest) that keepalived follows ?
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RFC 9568 / Analyse 

~> After several tests with Keepalived, we agreed the issue likely stemmed from the RFC

~> RFC 9568 requires the master to “discard” all received VRRP packets with a priority of 255

~> The packets was “dropped before processing”, preventing IP tie-breaking → Bug

~> The priority of the initial master was therefore decreased in favor of the rogue node
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RFC 9568 / Erratum 8298 

~> A request to modify the RFC was therefore made by Quentin, maintainer of keepalived

~> Erratum 8298 allow node with priority 255 to process received VRRP packets normally
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RFC 9568 / Consequences of the Erratum 

Tie-breaking now possible:

~> IP-based tie-breaking can now apply even for nodes with priority 255.

Impact on implementations:

~> Developers must update VRRP implementations to reflect this change.

~> Incompatibility with RFC 5798 (The Cisco VRRP I tested wasn't vulnerable as it followed this old RFC.)
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Incompatibility with RFC 5798 

Conflicting rules:

~> RFC 5798 mandates ignoring lower-priority advert, while RFC 9568 requires responding with an advert

Result:

~> It is no longer possible to be compliant with both RFC 9568 and RFC 5798 at the same time

~> Keepalived decided to follow the latest RFC (9568 with the erratum) 
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Take aways
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Key facts & Advices

~> It wasn't an CVE on keepalived, but a problem in the RFC itself imho

~> Misinterpretation of RFC 9568 led to incorrect behavior in some implementations

~> In any case, a hardened configuration is essential for VRRP

~> Hardened configuration is essential:

• Explicit priority settings (255 for the master 254,253… for the backup(s))

• Strict IP addressing and network segmentation 

• Prefer unicast mode over multicast
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Resources

~> Article in MISC magazine (No. 140): The Security of the VRRP Protocol (Sept/Oct 2025) 

~> Anonymized Study on the Security of the VRRP Protocol (20 online articles/tutorials)

~> Keepalived Project  

~> RFC 9568 – 5798
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https://connect.ed-diamond.com/
https://github.com/archidote/Anonymized-Study-on-the-Security-of-the-VRRP-Protocol
https://github.com/acassen/keepalived/blob/211f8422f65bad93c422a29b4c0252d591c2e7d9/keepalived/vrrp/vrrp.c
https://github.com/acassen/keepalived
https://datatracker.ietf.org/doc/rfc9568/
https://datatracker.ietf.org/doc/rfc5798/


Thanks to
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~> Claire Vacherot (@non_curat_lex), Théo Lorette-Froidevaux (@tolfsh), Laurent Levron

~> Keepalived team (keepalived.org)

~> Orange Cyberdefense (@OrangeCyberFR)

~> Pass the SALT  

~> Family and closes friends 
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